Dynamics of blinking vortices
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We investigate the dynamics of $N$ moving point vortices, whose vorticity changes periodically between a finite value and zero. The dynamics of such blinking vortices is chaotic, but the degree of chaoticity, expressed in terms of finite size Lyapunov exponents, decreases monotonically with time. In contrast to traditional point vortices, the average diameter of the blinking vortex system increases in time. The average size follows a subdiffusive power law scaling $\sim t^\sigma$, with $\sigma<1/2$. This expanding vortex system provides a flow which is in between closed and open flows. The advection dynamics generated by the blinking vortices is also studied, and leads to dye distribution patterns which are much more realistic than those of the classical point vortex problems, and can be characterized by a dimension less than 2.
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I. INTRODUCTION

Systems of two-dimensional point vortices are known to exhibit chaotic motion if they contain four or more vortices (see, e.g., [1]). The advection dynamics of passive particles is already chaotic in the field of three vortices. With the exception of cases where the overall vorticity is zero, the average vortex distance remains constant, and is on the order of the average initial distance among the vortices. Advec
ted particles might depart further away but there is a maximum distance from the vortices, the diameter of the chaotic sea, which is also on the order of the average vortex distance. The question arises how one can generate efficient mixing by vortices in an extended region of a fluid, much larger than the initial vortex distance.

The blinking vortex model [2] and its variants [3,4] have become paradigms of chaotic advection. They consist of two vortices, which are active in an alternating fashion, and the vortex centers are fixed. We remove this constraint so that the vortex centers can move, and extend the model to more than two vortices. The centers of the inactive vortices are fluid elements which are advected by the field of the active vortices. The dynamics of such vortices is quite rich even for $N=2$.

We shall mainly be interested in $N>4$ blinking vortices, out of which at least four are typically active at any instant of time. This ensures that the vortex dynamics is always chaotic. The inactive centers are advected in a chaotic fashion, too, and when they revive, the new vortex appears at a seemingly random site. Thus what we expect to see is a complex motion of the vortex centers around which new vortices show up randomly, while some of the active ones die. The finite lifetime of vortices and the appearance of new ones at unexpected sites is characteristic of realistic flows, like, e.g., two-dimensional turbulence [5,6].

The paper is organized as follows. In the next section the blinking vortex model is defined, and the numerical results concerning the dynamics of the vortex centers are presented in Sec. III. Section IV deals with the temporal change of the finite size Lyapunov exponent. Next, the advection dynamics is reviewed. In Sec. VI the parameter dependence is investigated and a scaling law is derived. The last Section is devoted to a discussion where a qualitative comparison with decaying turbulence is also given. In the Appendix a possible uniform motion of two blinking vortices is analyzed, which turns out to determine the long term dynamics of the problem of $N$ blinking vortices.

II. THE BLINKING VORTEX MODEL

The flow velocity around a vortex center depends on the distance $r$ from the center as $1/r$. The velocity components around a single vortex centered at the origin are thus

$$
\dot{x}_i = - K_i^y y_i/r^2, \quad \dot{y}_i = K_i^x x_i/r^2,
$$

where $r=\sqrt{x^2+y^2}$. The parameter $K$ denotes the vortex strength. If there is more than one vortex, none of them remains in place, since each vortex is advected by the flow generated by the others. The motion of the vortex centers can be determined from the solution of a differential equation.

In the presence of $N$ permanent vortices, let $(x_i,y_i)$ and $K_j$ denote the positions of the vortex centers and the vortex strengths, respectively. An elementary derivation of the differential equations governing the dynamics of the vortex centers is given, e.g., in [8] and yields

$$
x_i = - \sum_{j=1}^{N} K_j \frac{y_j-y_i}{r_{ij}^2}, \quad y_i = \sum_{j=1}^{N} K_j \frac{x_j-x_i}{r_{ij}^2},
$$

where

$$
r_{ij} = \sqrt{(x_i-x_j)^2+(y_i-y_j)^2}
$$

denotes the distance between vortex $i$ and $j$. When measuring time and distance in appropriate time and length units, the vortex strengths are also dimensionless. These equations remain valid for time-dependent vortex strengths, too, just $K_j$ should be replaced by $K_j(t)$.
The blinking vortex dynamics is obtained by choosing the vortex strength $K_i$ to be time-periodic. The (dimensionless) length of inactive periods will be denoted by $2T$, and $T$ is called the blinking time. For simplicity, we take all the active vortices of equal strength, of value unity. The different vortex strengths can thus be expressed by the same function $K(t)$, taken at different phase shifts. Function $K(t)$ should have a rapid crossover between values 1 and 0.

In the bulk of the paper we deal with $N=6$ blinking vortices out of which at least four are active at any instant of time. The different functions $K_i(t)$ can then be chosen as

$$K_i(t) = K(t - (i - 2)T), \quad i = 1, \ldots, 6,$$

where $K(t)$ is a function of period $6T$ (the active periods are of length 4T). We have used the particular form $(0 < t < 6T)$

$$K(t) = \frac{1}{e^{at} - 1} + \frac{1}{e^{a(t-2T)} - 1}$$

continued periodically. The parameter $1/a$ sets the length of the crossover intervals. The choice $a = 69.1$ ensures that the time needed to decay below vortex strength $10^{-3}$ is 0.1 dimensionless time unit. Initially vortex 1 is in the midpoint of its inactive interval, vortex 2 is about to die out, vortex 3 is facing time $T$ in its active phase, etc. Figure 1 shows the time dependence of the different vortex strengths. Point vortices in their inactive phase behave as Lagrangian particles.

The phase space of the $N$-vortex problem is $2N$ dimensional. There exist, in the permanent case, conserved quantities. One of these is the vortex interaction energy

$$E(t) = -\sum_{i \neq j}^N K_i(t)K_j(t)\ln r_{ij}(t).$$

This is independent of time if all the $K_i$ are constant [1,8]. In the blinking vortex dynamics the energy $E$ is, however, time-dependent.

III. NUMERICAL RESULTS

Equations (2)–(5) have been solved by a fourth-order Runge-Kutta algorithm of fixed time step, $10^{-2}$. The initial conditions for vortex 1–6 are

$$\bar{x}_0 = ((0,0),(1,0),(2,0),(0,1),(1,1),(2,1))$$

as illustrated by Fig. 2. These initial conditions were used for both the nonblinking and the blinking six-vortex systems examined in this paper. In the four-vortex case the initial condition was generated by omitting vortices 1 and 2. Furthermore, if not mentioned explicitly, a blinking period of $T = 5$ will be assumed. Figure 2 also shows the complex form of the individual vortex trajectories over two blinking times, $2T$, which can have a strong curvature at integer multiples of the blinking time $T$ when vortices are born and die out.

The vortex energy (6) turns out to be a piecewise constant function of time as illustrated by Fig. 3(a). In time intervals when there are exactly four vortices active, $E$ does not change, but it exhibits a jump whenever a new vortex is born. The energy function consists thus of plateaus of length $T$. Large jumps upwards correspond to cases when a revived vortex happens to appear close to an already existing one. The small spikes visible in Fig. 3(a) belong to the short crossover intervals of length $1/a$ when five vortices co-exists. Already on a short time scale a slight average decrease of energy can be observed.

To characterize the overall size of the vortex system, we introduce the diameter

$$d(t) = \max[r_{ij}(t)],$$

where the pairwise distances $r_{ij}$ are given by Eq. (3). As another drastic difference with the traditional vortex dynamics, we find that the diameter changes irregularly, and has a tendency to increase [see Fig. 3(b)]. This is qualitatively explained by observing that in the nonblinking problem advected particles, and inactive vortices, can depart further away from the vortex center than the vortices themselves (see Fig. 8). Whenever a vortex becomes inac-
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FIG. 3. Energy (a) and diameter (b) of the blinking and nonblinking vortex problem on short time scales (T=5).

A detailed investigation of both the diameter and the energy shows that the actual forms depend very sensitively on the initial condition. Therefore in the following we will compute averages of quantities over ensembles of initial conditions. Let \( x(t, x_0) \) be the trajectory of the nonblinking problem with initial condition \( x_0 \). From it we define the following ensemble of initial conditions:

\[
M(n, \tau, x_0) = \{ x(j \tau, x_0) | j = 1 \ldots n \},
\]

where \( \tau \) is a fixed time interval. For all averaged quantities shown in this paper we used an ensemble of this type generated by a nonblinking six-vortex system with two permanently inactive vortices \( (K_1=K_2=0) \). This ensemble has the feature of having a certain initial energy. The parameters were chosen as \( n=10,000 \), \( \tau=10 \), and \( x_0 \) from Eq. (7). We also used two other ensembles: (i) an ensemble of the same type as above but with \( K_1=\cdots=K_6=1 \), and (ii) an ensemble consisting of small perturbations to the initial condition \( x_0 \) from Eq. (7). We have found the results to be practically independent of \( n \) (when big enough), \( \tau, x_0 \), and the type of the ensemble used, when the average initial size of the ensemble \( \bar{d}_0 \) is fixed (see section on scaling properties).

By considering the ensemble described above we find a bunch of graphs for \( d(t) \) and \( E(t) \), which strongly deviate from each other. Their arithmetic averages appear, however, to be rather smooth (Fig. 4).

An interesting feature of the diameter’s increase is that it follows a power law on time scales \( 50 < t < 500 \) [see Fig. 4(a)]. The average diameter \( \bar{d}(t) \) is found to follow the fit \( \bar{d}(t) \sim t^{\alpha} \) valid with \( \alpha \approx 0.39 \pm 0.02 \), while the average of the squared diameter scales with approximately twice of this exponent \( \bar{d}^2(t) \sim t^{2\alpha} \), \( \alpha' \approx 0.78 \). The spreading of the blinking vortex system is thus an anomalous diffusive process [9] on this time scale. Furthermore, we found for the average energy \( \bar{E}(t) \sim \ln(t) \) [Fig. 4(b)]. In the following we will mainly examine the blinking system only up to intermediate times \( (t<500) \). As for the long time behavior, see the Discussion and the Appendix.

The expansion can be interpreted in terms of a simple model. The basic observation is that the overall flow around the vortices at the instant of the \( n \)th blinking is approximately \( \bar{K}/d_n \), where \( d_n \) is the diameter at this instant. During the next period the diameter changes thus with a velocity proportional to \( 1/d_n \). Whether there is an increase or a decrease is a random process. Therefore we can write
where $\xi_n$ is a random number which takes on values $+1$ and $-1$ randomly. Since the probability of increase is larger, we assume that these values are taken with probability $p > 1/2$ and $1-p$, respectively. After long times the overall change is small, and $d_t$ can be approximated by a continuous function $d(t)$, $(d_{n+1}-d_n)/T$ by its time derivative $d$. From Eq. (10) we then obtain $d=c\xi(t)/d$, from which $p^2=2c\xi(t)$. Since the average of $\xi$ is $p-(1-p)=2p-1$ we see that the time derivative of $d^2$ is constant which leads to $d^2(t) \sim t$, $d(t) \sim t^{1/2}$. Deviations from this mean-field like model cause the actual exponent of $d(t)$ to be less than 1/2.

IV. THE DEGREE OF CHAOS

We use the Lyapunov exponent to characterize the degree of chaos in the vortex systems [7]. The largest Lyapunov exponent is defined as

$$\lambda = \lim_{t \to \infty} \frac{1}{t} \ln \left| \frac{\tilde{x}(t) - \tilde{x}^\prime(t)}{\tilde{x}(0) - \tilde{x}^\prime(0)} \right| = \lim_{t \to \infty} \lambda(\tilde{x}_0, t),$$

where $\tilde{x}(t)$ and $\tilde{x}^\prime(t)$ are trajectories starting infinitesimally close at $t=0$.

In the nonblinking case $\lambda(\tilde{x}_0, t)$ converges to a nonzero positive value, whereas in the blinking case there is a steady decrease of $\lambda(\tilde{x}_0, t)$ and a convergence to zero. The steady decrease of $\lambda(\tilde{x}_0, t)$ suggests that the degree of chaos in the blinking system decreases with time. This can be explained by the expansion of the system: as the distances between the vortices become larger, their velocity decreases and the motion of the vortices slows down with time, which leads to a lower degree of chaos. It is the “expanding universe” of the blinking vortices which leads to the permanent temporal decay of the largest Lyapunov exponent.

To describe this decrease of chaos we use the concept of finite size Lyapunov exponents [10,11]. Let $\tilde{x}(t)$ be the trajectory starting at $t=0$ at $\tilde{x}_0$ and $\tilde{x}^\prime(t)$ a trajectory starting at $t=0$ (initial time) at a distance $\delta$ from $\tilde{x}(t)$ \[\tilde{x}(t_i) - \tilde{x}^\prime(t_i) = \delta \]. This pair of trajectories is followed until (at a final time $t_f$) the distance reaches $|\tilde{x}(t_f) - \tilde{x}^\prime(t_f)| = \delta_f \gg \delta$, so that $\delta_f$ is yet $\delta_f < 1$. With these quantities we define the finite size Lyapunov exponent at point $\tilde{x}_0$ and at time $t_i$ as [10]

$$\lambda(\tilde{x}_0, t_i, \delta) = \frac{1}{t_f - t_i} \ln \frac{\delta_f}{\delta}.$$

(12)

For every initial condition $\tilde{x}_0$ we compute a time series $\mu(t)$ for different $t_i$'s by the following procedure: after the distance $\delta_f$ has been reached, the next initial time and the initial condition of the next $\tilde{x}^\prime(t)$ are chosen as

$$t_i = t_{i+1},$$

$$\tilde{x}^\prime(t_i) = \tilde{x}(t_i) + \frac{\delta}{\delta_f} [\tilde{x}(t_i) - \tilde{x}(t_i-1)].$$

(14)

This choice of $\tilde{x}^\prime(t_i)$ ensures that $|\tilde{x}(t_i) - \tilde{x}^\prime(t_i)| = \delta_f$ and that the direction of $\tilde{x}(t_i) - \tilde{x}^\prime(t_i)$ is parallel to that of $\tilde{x}(t_i)$.

With these rules the following relation holds between $\lambda$ and $\mu$:

$$\lambda(\tilde{x}_0, t) = \frac{1}{N} \sum_{n=0}^{N-1} \lambda(x_n, t),$$

(15)

where $t_i^0 = 0$ and $t_i^N = t$. This relation is true for every choice of $\delta$, $\delta_f \ll 1$ and shows that $\lambda$ is a weighted time average of $\mu$.

The time series $\mu(\tilde{x}_0, t)$ characterizes the degree of chaos at time instants $t_i$ $(0 \leq i \leq N)$. The quantities $\lambda(\tilde{x}_0, t)$ and $\mu(\tilde{x}_0, t)$ converge to zero for $t \to \infty$. For the average $\bar{\mu}(t) = \langle \mu(\tilde{x}_0, t) \rangle_{\tilde{x}_0}$ we have found a power law to be valid ($50 < t < 500$),

$$\bar{\mu}(t) \sim t^{-0.39}.$$ (16)

To compare the blinking and nonblinking systems we examine the energy dependence of $\mu$. In the nonblinking case the energy $E$ depends only on the initial condition $\tilde{x}_0$ but not on the time. Therefore to get $\mu(E)$ we generate an initial condition $\tilde{x}_0$ with a certain energy $E$ and assign

$$\mu(E, t) = \mu(\tilde{x}_0, t) = \mu(\tilde{x}_0, t_i).$$

(17)

This quantity still has a time dependence. For a certain energy $\mu(E, t)$ oscillates around some mean value. Therefore we compute a time average:

$$\bar{\mu}(E) = \lim_{t \to \infty} \frac{1}{t} \sum_{t_i=0}^{N-1} \mu(E, t_i).$$

(18)

Within an ergodic component of the phase space of the nonblinking problem this can also be considered as an ensemble average. It follows from Eq. (17) that $\bar{\mu}(E)$, in the nonblinking case, is indeed the energy-dependent Lyapunov exponent $\lambda(E)$.

In the blinking case $E$ depends both on time and initial condition. To get $\mu(E)$ in this case we consider the time dependence of $E$:

$$\mu(\tilde{x}_0, E) = \mu(\tilde{x}_0, E(t_i)) = \mu(\tilde{x}_0, t_i).$$

(19)

Furthermore, we compute an ensemble average over the initial conditions:

$$\bar{\mu}(E) = \langle \mu(\tilde{x}_0, E) \rangle_{\tilde{x}_0}.$$ (20)

This kind of averaging is also used by meteorologists in their ensemble forecasting method [12].

Figure 5 shows $\bar{\mu}(E)$ for the nonblinking four- and six-vortex system and the blinking six-vortex system. In all three cases the degree of chaos decreases as the energy decreases. This is due to the slower motion of the vortices with lower energies. Note that $\bar{\mu}$ has an exponential dependence on $E$ (Fig. 5). Furthermore, the following inequality holds:

$$\bar{\mu}^{\text{nonblinking}}(E) < \bar{\mu}^{\text{blinking}}(E) < \bar{\mu}^{\text{nonblinking}}(E).$$ (21)

From this we conclude that for a given energy $E$ the blinking six-vortex system is more chaotic than the nonblinking four-vortex system and less chaotic than the nonblinking six-vortex system. This is understandable as in the blinking six-vortex system only four of the six vortices are active at any
time. The higher degree of chaos compared to a nonblinking four-vortex system is caused by the blinking. The decreasing degree of chaos in a blinking system is due to the expansion.

V. ADVECTION DYNAMICS

Knowing the orbits \((x_i(t), y_i(t))\) of the vortex centers, the velocity field generated by the vortices is obtained via Eq. (1) in an arbitrary point \((x, y)\) (outside of the vortex centers) as [1,8]

\[
v_x(x, y, t) = \sum_{i=1}^{N} K_i(t) \frac{y - y_i(t)}{r_i^2(t)}, \quad v_y(x, y, t) = \sum_{i=1}^{N} K_i(t) \frac{x - x_i(t)}{r_i^2(t)},
\]

where \(r_i(t) = \sqrt{(x-x_i(t))^2 + (y-y_i(t))^2}\) is the distance of point \((x, y)\) from vortex \(i\). The time dependence of the full velocity field is therefore of similar character as the dynamics of the vortex centers.

The equation of an advected particle in the velocity field of \(N\) vortices expresses the fact that the velocity of an advected particle is the same as that of the flow at the same location. Thus in our case with \(N=6\)

\[
\begin{align*}
\dot{x} &= -6 \sum_{i=1}^{6} K_i(t) \frac{y - y_i(t)}{r_i^2(t)}, \\
\dot{y} &= \sum_{i=1}^{6} K_i(t) \frac{x - x_i(t)}{r_i^2(t)}.
\end{align*}
\]

(22)

This is a two-dimensional motion driven by the dynamics of the vortex centers. Equations (23) have been solved by a fourth-order Runge-Kutta algorithm with time steps of \(10^{-2}\) or \(10^{-4}\) dimensionless time units. The smaller time step was used when the distance between the advected particle and any vortex became smaller then 0.4 length units.

Instead of the advection of a single particle, it is more natural to consider an ensemble of particles since it is this setting which is relevant in the problem of spreading of pollutants [8]. Initially, we consider a localized droplet containing a large number \(N_0\) of particles uniformly distributed, and follow how this droplet becomes deformed and stretched as time goes on. This problem requires the numerical solution of the same set of differential equations with \(N_0 \gg 1\) different initial conditions.

Figure 6 shows the time evolution of a droplet of \(N_0 \approx 40\,000\) particles (whose initial shape is given in the inset) as time goes on. The tiny initial droplet is stretched and folded rapidly. The change of the box scale in Fig. 6 clearly indicates the permanent growth of the droplet diameter. Note that the spreading of the droplet is rather inhomogeneous, the pattern is strongly filamentary. In analogy with diameter \(d\) of the vortex system [cf. Eq. (8)], we define the droplet diameter \(d_d\) as the maximum distance between two advected particles of the droplet. In particular cases we have found the droplet diameter \(d_d\) to be of the same order as the diameter of the vortex system. Therefore we conclude that this is also true for the averaged quantities \(\bar{d}_d(t)\) and \(\bar{d}(t)\): It is the expansion of the vortex centers that determines the spreading of the droplet that also follows a subdiffusive law.

The dye pattern can be characterized by means of a nontrivial fractal dimension. We evaluated the information dimension \(D_1\) [7,9] based on the number \(N_i(\epsilon)\) of dye points falling into box \(i\) of linear size \(\epsilon\). The value of the dimension then follows from

\[
\sum_{i} \frac{N_i(\epsilon)}{N} \ln \frac{N_i(\epsilon)}{N} \sim D_1 \ln \epsilon
\]

(24)

for a sufficiently small resolution \(\epsilon\). After a few blinks, a nice scaling has been found leading to clearly identifiable \(D_1\) values as a function of time. As Table 1 indicates, the information dimension increases first, reaches an approximate plateau of height definitely below 2 (in the time interval over which the subdiffusive expansion is valid) and then it falls back. The latter is due to the very long time dynamics that shall be explored in the Discussion and the Appendix.

VI. SCALING PROPERTIES

The exact shape of the expansion curves depends, however, on the blinking period \(T\) (see Fig. 7). In the log-log plot of \(\bar{d}\) vs the scaled dimensionless time \(t/T\) a linear behavior can be seen between \(10T\) and \(100T\) (for \(5 \leq T \leq 15\)). The averaged diameter can be written in this range as

\[
\bar{d}(t, T) \sim t^{\sigma(T)},
\]

(25)

where \(\sigma(T)\) is a slowly increasing function of \(T\), with values \(0.39 < \sigma < 0.45\).

For times after \(100T\) a new phenomenon becomes typical, the separation of a couple of blinking vortices. This can lead to a practically uniform motion of the couple along a straight line, as discussed in the Appendix. The mixture of the subdiffusive expansion and the couple separation leads to a much faster growth of the diameter than \(t^{\sigma(T)}\), as can be seen in Fig. 7 for \(t > 100T\).

We have found that the shape of the expansion curves depends in an nontrivial way on the average initial size of the ensemble \(\bar{d}_0 = \bar{d}(0)\). It turns out that the combined parameter \(T/\bar{d}_0^2\) determines the shape of the expansion curve. This can be seen by noting the invariance of Eq. (2) under the transformation \(\bar{x} \rightarrow a\bar{x}, t \rightarrow a^\alpha t\), for \(\alpha > 0\). This suggest the exis-
tence of a scaling law with a universal function $D$, 
\[ \tilde{d}(\tilde{d}_0, T, t) = \tilde{d}_0 D \left( \frac{T}{\tilde{d}_0^2}, \frac{t}{\tilde{d}_0^2} \right). \]  
(26)

Numerically, this form has been found to be valid with a very high accuracy. In the scaling regime then 
\[ \tilde{d}(\tilde{d}_0, T, t) \sim e^{\sigma(\tilde{d}_0, T)} \]  
(27) and 
\[ \sigma(\tilde{d}_0, T) = \sigma(T/\tilde{d}_0^2). \]  
(28)

We note that the parameter $T/\tilde{d}_0^2$ can be understood as the ratio of two time scales: the blinking time scale $T$ and the "dynamical time scale" $\tilde{d}_0^2/\tilde{d}_0 = \tilde{d}_0/v(\tilde{d}_0)$ with $v(\tilde{d}_0)$ being the typical velocity at a distance $\tilde{d}_0$. The longest time interval with power law scaling is found for $T/\tilde{d}_0^2 \approx 1$.

To check the robustness of the results we studied the influence of parameters. We have found that the value of parameter $a$ [see Eq. (5)], which sets the crossover time scale $1/a$, has no effect on the expansion curves (Fig. 7), as long as $1/a$ is very small compared to $T$ [i.e., $1/(aT) < 0.01$]. For $1/a$ not very small, the exact shape of the expansion curves changes, but qualitative aspects stay the same, in particular, $\sigma(T/\tilde{d}_0^2)$ does not change with $a$. Moreover, this exponent remains unchanged even if the crossover function $K(t)$ in Eq. (5) takes other forms. Preliminary investigations also show that the number $N$ of blinking vortices does not play a role,
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FIG. 6. Shape of a droplet of 40 000 particles for $T=5$ at time $t=9$ (a), $t=49$ (b), $t=249$ (c), and $t=498$ (d). The initial condition of the vortices and the initial shape of the droplet [centered at (0.5, 0.5)] are shown in the inset of (a).

<table>
<thead>
<tr>
<th>$t$</th>
<th>10</th>
<th>20</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
<th>4000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1$</td>
<td>1.25</td>
<td>1.49</td>
<td>1.60</td>
<td>1.71</td>
<td>1.70</td>
<td>1.75</td>
<td>1.76</td>
<td>1.71</td>
<td>1.66</td>
</tr>
</tbody>
</table>

TABLE I. Time dependence of the information dimension $D_1$ of the droplet shown in Fig. 6.
VII. DISCUSSION

We have shown that the dynamics of blinking vortices is more complex than that of classical point vortices. The average size of the blinking system increases with time, in a subdiffusive way. Advection takes place in the “expanding universe” of the blinking vortices. Therefore the average size of the advection pattern also increases in time, in the same fashion as the size of the vortices. This feature should be contrasted with advection patterns generated by classical point vortices. It is clear from Fig. 8 that outside a circle of radius of order unity, the advection dynamics is nonchaotic, mixing is rather poor. Furthermore, around the fixed vortices “vortex cores” are formed which are not accessible by particles initiated outside. These cores are characterized by very fast fluid rotation [13,14], and their external boundary is, in the language of dynamical systems, a Kolmogorov-Arnold-Moser (KAM) surface [7,8]. Such cores are not present at all in the classical problem. On the other hand, mixing is not pronounced in certain regions due to the permanent expansion of the system, and the pattern is therefore more filamentary. Such filamentary advection patterns of dimension strictly lower than 2 have only been observed in open flows, where there is a material current flowing through the region of observation [15]. In the context of traditional vortices open flow situation arises if the overall vortex strength is zero [16,17]. The expanding universe of the blinking vortices is thus in between the cases of closed and open flows since an approximate rescaling of the size [a shrinking proportional to \(1/d(t)\)] would lead to a material current inward the system. The dye pattern of the blinking vortex problem is more complex than that of the traditional problem. It does not contain cores, is highly filamentary, and is therefore similar to patterns, see, e.g., Fig. 9, observable in nature.

Finally we note that certain features of the scaling behavior are similar to what has been found in decaying two-dimensional turbulence [19–21]. In such cases, vorticity is distributed in the full fluid domain of observation, but due to the lack of any external driving, vortices merge and their mean distance increases as time goes on. There the average number of vortices decays in time according to a power law with an exponent in the range 0.67–0.77 [19–21], while the mean separation between vortices increases with an exponent 0.38 [19]. In our setting the latter corresponds to the scaling of \(d\), while the former to that of \(N/d^2\). The exponents would thus be \(\sigma\) and \(2\sigma\), respectively. Typical values of \(\sigma\) are close to those measured in turbulence, but the fact that the exponent also depends on the initial size is specific to our model, which cannot be present in studies of extended (but decaying) turbulence.

\[\sigma(T; d_0)\] remains unchanged when \(N\) takes values up to \(N=12\).
This suggests that the dynamics of blinking vortices may be a model of how a strong localized perturbation spreads in an ambient fluid at rest, i.e., how turbulent spots evolve in two-dimensional flows, on a time scale where dissipative effects are negligible.
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APPENDIX: DYNAMICS OF BLINKING VORTEX COUPLES

In a traditional nonblinking vortex system a uniform motion of a vortex couple can only be observed, when the total vorticity of the couple is zero [1]. In a blinking system, however, we have found uniform motion of vortex couples with nonzero total vorticity. This effect plays a dominant role in the long time expansion of the blinking vortex system.

In the following a short explanation of the motion of an isolated vortex couple will be given. Let us consider vortex number 2 and 5 (or 1 and 4, or 3 and 6) from our blinking six-vortex system (see Fig. 1 with \( a = \infty \)). At \( t = 0 \) vortex 2 is inactive and rotates around vortex 5 with the rotation period \( \tau = 2\pi r^2 \), where \( r \) is the distance between the vortices. Let us choose \( r \) so that \( \tau = 8T \) (\( T = \) blinking period), which we will call the resonant distance \( r_0 = \sqrt{4T/\pi} \). With this choice vortex 2 makes a quarter rotation around vortex 5 during his inactive phase of length \( 2T \) [Fig. 10(a)]. When it is activated, both vortices rotate around their vortex center for time \( T \) with the rotation period \( \tau' = \pi/2 = 4T \) [Fig. 10(b)]. Then vortex 5 is deactivated [Fig. 10(c)] and the configuration of the vortices is the same as at the beginning (besides that the vortices are interchanged), hence the same procedure starts again. During such a period the vortex couple passes a distance \( r_0/\sqrt{2} \) in the \( x \) direction. Therefore the velocity of the vortex couple is constant, \( v_0 = [2/(9\pi T)]^{1/2} \). The straight motion in one direction only happens at the resonant distance \( r_0 \) of the vortices. A larger or smaller distance leads to a curvature of the path to the right or the left, respectively. The curvature of the path increases with an increasing deviation from \( r_0 \). We have found that the resonant distance \( r_0 \) is the same for all possible vortex couples (e.g., 1 and 2) although the mechanism is slightly different.

Until now we have neglected the influence of other vortices on such a vortex couple. Let us consider the other four vortices of our blinking six-vortex system to be far away from the vortex pair. Then the displacement of the vortex couple due to the flow generated by the other four vortices (direct influence) is very small and negligible. But there is also an indirect influence: The flow of the other vortices causes a very small variation of the distance \( r \) between the vortices. The couple reacts very sensitively on such variations of \( r \). The effect depends both in sign and magnitude on the orientation of the couple’s motion relative to the other four vortices. This and the fact that the difference \( r - r_0 \) determines the curvature of the path, and therefore the future direction of movement, leads to a feedback. Hence many different types of paths are possible: wavy motion in one direction, closed circles of large radius, etc.

We have found that this indirect interaction between a vortex couple and the rest is by far more long ranged than the direct and obvious interaction. It affects the motion of the couple at distances, where one would not expect any effect of velocity field, that goes as \( 1/r \).

The effect of a moving vortex pair dominates the long time expansion of the blinking six-vortex system. At a certain time, which depends on the initial condition, but is on average around 100\( T \), a vortex couple separates and moves away from the rest with constant velocity. This leads to a roughly linear expansion of the system. The separation and motion of couples is an interesting and also unexpected effect of the blinking model. But as we do not see this feature to characterize any real vortex systems, we restricted our study of the blinking vortices up to times, where no vortex couple separation occurs.


