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ABSTRACT

A time series resulting from a single initial condition is shown to be insufficient for quantifying the internal

variability in a climate model, and thus one is unable to make meaningful climate projections based on it. The

authors argue that the natural distribution, obtained from an ensemble of trajectories differing solely in their

initial conditions, of the snapshot attractor corresponding to a particular forcing scenario should be determined

in order to quantify internal variability and to characterize any instantaneous state of the system in the future.

Furthermore, as a simple measure of internal variability of any particular variable of the model, the authors

suggest using its instantaneous ensemble standard deviation. These points are illustratedwith the intermediate-

complexity climate model Planet Simulator forced by a CO2 scenario, with a 40-member ensemble. In par-

ticular, the leveling off of the time dependence of any ensemble average is shown to provide a much clearer

indication of reaching a steady state than any property of single time series. Shifts in ensemble averages are

indicative of climate changes. The dynamical character of such changes is illustrated by hysteresis-like curves

obtained by plotting the ensemble average surface temperature versus the CO2 concentration. The internal

variability is found to be the most pronounced on small geographical scales. The traditionally used 30-yr

temporal averages are shown to be considerably different from the corresponding ensemble averages. Finally,

the North Atlantic Oscillation (NAO) index, related to the teleconnection paradigm, is also investigated. It is

found that the NAO time series strongly differs in any individual realization from each other and from the

ensemble average, and climatic trends can be extracted only from the latter.

1. Introduction

Climate changes are commonly described in statistical

terms, in a naïve sense at least. In recent years, there is a

gradually strengthening view on the internal variability

of the climate system that claims that the relevant

quantities are the statistics taken over an ensemble of

possible realizations evolved from various initial con-

ditions in the distant past (Hasselmann 1976; Paillard

2008; Pierrehumbert 2010; Bódai et al. 2011; Bódai and
Tél 2012; Ghil 2012; Daron and Stainforth 2013, 2015).

This is motivated by the sensitivity to initial conditions, a

property of a complex system like Earth’s climate. The

relevant probability distribution is well defined and

unique: independent of the particular choice of the set of

initial conditions of the ensemble used in a simulation.

This distribution, obtained by scanning over the initial

conditions solely, naturally captures the internal vari-

ability of the dynamics, unlike, for example, perturbed

physics ensembles (Stainforth et al. 2005). As pointed

out in Drótos et al. (2015), to obtain this relevant

probability distribution one has to consider any specific

ensemble after a finite convergence time has passed

from the initialization. This also means that, in the ter-

minology of IPCC (2013), uninitialized climate pro-

jections should be considered in order to characterize

climate changes.

The mathematical concept that provides the ap-

propriate probability distribution is that of snapshot
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(Romeiras et al. 1990; Drótos et al. 2015) or pullback

attractors (Arnold 1998; Ghil et al. 2008; Chekroun et al.

2011), originally arising in the study of dissipative non-

autonomous systems (Arnold 1998). Loosely speaking, a

snapshot attractor, as introduced by Romeiras et al.

(1990), is an object belonging to a given time instant that

is traced out by an ensemble of trajectories randomly

initialized in the remote past, while all of them are

governed by the same equation of motion. A pullback

attractor is a similar object associated with the entire

real time axis (2‘, t,‘). A snapshot attractor can be

considered as a time slice (corresponding to a given time

instant) of a pullback attractor.

Qualitatively speaking, a snapshot or pullback

attractor is nothing but the attractor of the dynamical

system, a unique object of the phase space, to which

trajectories converge within a basin of attraction. As a

consequence of the dissipative nature of the dynamics,

the initial conditions of a trajectory are ‘‘forgotten’’; that

is, with increasing time, the evolution of the particular

trajectory becomes independent of its initial position

within the basin of attraction. The attractor character-

izes the long-term behavior of initially different trajec-

tories. This implies that a trajectory, as it evolves in time,

cannot leave the attractor after reaching it. The attractor

itself, however, may depend on time, and this is uniquely

determined by the forcing scenario of the dynamical

system. The adjective snapshot or pullback is used when

the forcing depends arbitrarily on time. This is intended

to express the contrast with ‘‘usual’’ attractors belonging

to the special case of temporally constant or periodic

forcings. This distinction in the terminology is justified

by the fact that the theory of usual attractors relies on

the presence of (perhaps an infinite number of unstable)

periodic orbits (see, e.g., Ott 1993), but no such orbits

can be present in the general case, implying that usual

methods break down. An important feature of the usual

case is that this attractor can be obtained either by

following a single trajectory for a very long time or by

monitoring an ensemble of trajectories for a shorter time

(so that the dynamics is called ergodic, at least when one

attractor is present in the phase space). Snapshot or

pullback attractors corresponding to aperiodic forcings

emerge, however, in the ensemble picture only, while a

traditional single-trajectory plot in the same problem

would be unable to characterize any instantaneous state

of the system. In fact, snapshot or pullback attractors can

be considered as the generalization of usual attractors

for the case of arbitrarily time-dependent forcing.

The mathematical definition of a snapshot or pullback

attractor (see Kloeden and Rasmussen 2011; Carvalho

et al. 2013) relies on the limit of infinitely remote initial

conditions. Such initiation is, however, hardly meaningful

in large-scale climate simulations. Here, following Drótos
et al. (2015), we propose a more practical approach. In a

dissipative dynamical system a trajectory may be ex-

pected to lose its dependence on initial conditions ac-

cording to an approximately exponential law in time,

characterized by a relaxation time t over which the

value of an exponential function decreases by a factor of e.

(This can be so even in high-degree-of-freedomdynamical

systems as we shall illustrate within an intermediate-

complexity GCM.) Therefore, ensembles of trajectories

with different initial distributions can be considered to be

independent of the particular initial distributions a few

times t (which we shall call the convergence time tc) after

the instant of their initiation. The single set emerging this

way is thus defined with an exponential accuracy, and,

according to its attracting nature, it is nothing but the

snapshot attractor. We then conclude that the snapshot

attractor and its probability distribution is practically well

defined after tc has passed since the initiation. The

sketched picture implies that the ensemble should be

initialized a time tc before the beginning of themeaningful

observations (instead of the infinitely remote past re-

quested in the mathematical literature).

As also argued in Drótos et al. (2015), the use of

snapshot attractors is most natural (or, even more, un-

avoidable) when dealing with climate changes induced

by smoothly shifting parameters. In this situation the

snapshot framework is the only one in which a proba-

bility distribution, the well-defined instantaneous dis-

tribution (in mathematical terms, the natural measure)

on the snapshot attractor, can be associated with the

dynamics. This distribution is time dependent, just like

any climate-related average taken with respect to this

distribution. More generally, climate changes can be

considered as the change of snapshot attractors and their

natural distributions in time [as pointed out first in Bódai
and Tél (2012)].
This approach to climate can be contrasted with the

traditional one (IPCC 2013; Bye et al. 2011), based on

30-yr (or multidecadal) temporal averages originating in

observational data and thus being taken along a single

realization in our language. These temporal averages are

mostly considered as reference values, characterizing

a climatic state. Temporal averages are also used for

evaluating projections for the future [in particular,

IPCC (2013, annex I) uses 20-yr windows]. For consis-

tency, we shall keep a 30-yr window width when evalu-

ating single-realization temporal averages in our model

at any time. For simplicity, we do not split the interval of

investigation into disjoint 30-yr parts but let them

overlap continuously.

The basic conceptual difference between the snapshot

and the traditional approach is that the data derived
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from the traditional one depend on the particular re-

alization and thus cannot reflect the behavior of all

possible realizations. We believe that restricting the

observations to a particular, unrepresentative realiza-

tion is not useful if one intends to understand how the

climate system can behave. Instead, a complete proba-

bility distribution should be considered, as captured

by the snapshot attractor approach. In addition, the

traditional approach involves an arbitrary choice of a

finite-length time window, while the snapshot picture is

inherently instantaneous. This is important because a

time interval of finite length may smooth trends that

are present in the time evolution of the probability

distribution appropriately describing the climate sys-

tem. These trends are naturally included without any

bias or distortion by the instantaneous snapshot attrac-

tor approach.

The evaluation of different snapshot-type statistics

might thus be appropriate in any large-scale climate

model. In this direction the first steps were, perhaps,

made by Goosse et al. (2005) and Deser et al. (2012a,b)

when estimating the internal variability from ensemble

runs, although without taking care if they waited long

enough to assure their ensemble of initial conditions to

converge to a dynamical attractor. Our aim here is to

carry out a consistent snapshot approach within the

framework of an intermediate-complexity climate model,

the Planet Simulator (Fraedrich et al. 2005a), where we

ensure that the convergence to an attractor took place

(which requires in this example a time lag of at most a few

hundred years after initialization).

Within the snapshot attractor picture, novel features

of our work are the utilization of a high-degree-of-

freedom model system and the consideration of a de-

terministic and piecewise linearly changing forcing via

the CO2 content. In our scenario, a doubling of the CO2

takes place over 100 years, then the concentration sud-

denly turns to be constant, and after a plateau of 350

years, the concentration decays linearly, again within a

100-yr interval, back to the original value. We find that

not even the ensemble averages follow this forcing

quasi-statically (i.e., there is a nonlinear deviation from

the CO2 trend). As a consequence, a dynamical hysteresis

(Fraedrich 2012) can be observed on the plane spanned

by the CO2 content and the ensemble average. Fur-

thermore, the internal variability is found to be the

strongest on small geographical scales where any indi-

vidual time series considerably deviates from the corre-

sponding ensemble average. The traditionally used 30-yr

temporal averages are also shown to strongly differ from

the ensemble averages.We also consider teleconnections

(i.e., correlation between quantities defined by observing

remote locations). The example of the North Atlantic

Oscillation (NAO) index illustrates that even this time

series strongly differs in any individual realization from

the ensemble average, and climatic trends can be

extracted only from the latter. Properties like the de-

pendence of internal variability on the geographical

scale, or like the limited possibility of extracting local

climatic trends from individual realizations of climatic

variables, cannot be obtained from low-order models,

only from high-degree-of-freedom systems, such as the

Planet Simulator.1

The paper is organized as follows. In section 2 we

briefly introduce the Planet Simulator model and our

particular setup. In section 3 we present our primary

results regarding snapshot attractors on the example of

small-scale variables. Individual time series exhibit

strong fluctuations, and the system has a definitely

nontrivial response on the applied CO2 scenario. The

time after which an ensemble reaches the snapshot

attractor turns out to be about 150 years in our case.

Section 4 contains our findings concerning a dynami-

cal hysteresis between the average surface tempera-

ture and the CO2 content, in which strong dependence

on the spatial scale can also be observed. A compari-

son between the traditional approach of using 30-yr

temporal averages (over a single realization) and the

novel snapshot picture using ensemble averages is

given in section 5, with special emphasis on relaxation

times. Section 6 is devoted to the investigation of

NAO time series in a changing climate and can be

considered as a first application of the snapshot tech-

nique to teleconnection analysis. The last section

contains our final remarks.

2. The Planet Simulator and the model setup

The climate model used is the Planet Simulator

(PlaSim), version 16 (Fraedrich et al. 2005a; Fraedrich

2012), an open-source (freely available under http://

edilbert.github.io/PLASIM/) general circulationmodel of

intermediate complexity, developed at the University of

Hamburg. The dynamical core of PlaSim is based on the

Portable University Model of the Atmosphere (PUMA;

Fraedrich et al. 1998, 2005b).

The atmospheric dynamics is described by the primi-

tive equations, which represent the conservation of

momentum and mass, the first law of thermodynamics,

and the hydrostatic approximation. The equations are

formulated for vorticity, divergence, the logarithm of

1We emphasize that this study is intended not to make any ac-

curate projections for Earth climate but rather to illustrate its

fundamental variability.
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the surface pressure, and temperature. They are solved

via the spectral method applied to the sphere (Orszag

1970). The unresolved processes are parameterized;

parameterizations consist of interactive clouds (Stephens

et al. 1984) and of shortwave (Lacis and Hansen 1974)

and longwave (Sasamori 1968) radiation. Boundary

layer fluxes of latent and sensible heat, as well as ver-

tical and horizontal diffusion, are taken into account.

Water vapor transport is treated with special care via

moist air convection and parameterized large-scale

precipitation. The annual cycle of insolation is built in.

Greenhouse gases (viz. water vapor, carbon dioxide,

and ozone) are also parameterized, and their effect is

included in the calculation of the transmissivities

(Sasamori 1968). The global concentration of CO2

directly influences the radiative transfer of the atmo-

sphere because there are no sinks or sources (as there is no

absorption of CO2 into water and the standard configu-

ration does not treat the biosphere). Instead, the CO2

concentration can be externally controlled even as a time-

dependent forcing. A detailed description of PlaSim can

be found in Lunkeit et al. (2011).

PlaSim has been used in previous studies—for exam-

ple, to investigate the global energy and entropy budget

(Fraedrich and Lunkeit 2008; Lucarini et al. 2010), to

examine the response function formalism for climate

changes (Ragone et al. 2015), and to analyze the late

Permian climate (Roscher et al. 2011). It should be

noted that PlaSim is designed to contain the funda-

mental physics of the climate system without all the

details of cutting-edgeGCMs. It is thus ideally suited for

conceptual investigations like ours.2

In the present study we use the default PlaSim setup:

the atmosphere is coupled to a nonmoving mixed layer

ocean (Stephens et al. 2005) without any hydrody-

namical activity. Nonetheless, horizontal heat fluxes,

obtained from general circulation data, are incorpo-

rated (thus, e.g., oceanic currents like the Gulf Stream

are thermally specified). The oceanic compartment

interacts with the atmosphere only via heat and mois-

ture exchange, and it has a thermodynamic sea ice

module as well. The atmospheric dynamics is treated

in 10 vertical levels in s coordinates (s5 p/ps, where

p and ps denote pressure and surface pressure, re-

spectively). The resolution of the model is T21 in the

horizontal direction [i.e., spherical harmonics up to

degree l5 21 are treated, which can also be repre-

sented by a 643 32 Gaussian grid (Washington and

Parkinson 2005) on the surface of the Earth]. Default

PlaSim parameters are used: a year consists of

365 days (366 for leap years), the time step is 45min,

and the solar constant is 1365Wm22. The only excep-

tion to the default setup is the mixed layer depth that

we choose to be 200m in order to be closer to ocean-

ographic data and to achieve more realistic atmo-

spheric relaxation times than with the standard PlaSim

setting of 50m.

PlaSim’s mixed layer ocean corresponds, of course,

to neglecting the internal variability originating in the

oceanic large-scale hydrodynamics (Dijkstra and Ghil

2005). This choice can be justified when concentrating

on time intervals much shorter than the characteristic

time scale of this slow internal variability, which is es-

timated to be on the order of 1000 years. This is the

case in our particular investigation. A more precise

study of the climate system, which incorporates ocean–

atmosphere interactions in detail [such as in Feliks and

Ghil (2011) for the NAO], would require an increase of

the resolution and a more refined model than PlaSim.

This is, however, beyond the scope of our conceptual

investigation because our PlaSim setup proves to be

sufficient for demonstrating the applicability of the

snapshot view to high-degree-of-freedom models.

Here we concentrate on the impact of a CO2 forcing

on the surface temperature and other climatic variables

on a global scale, large scale, and small scale. The latter

two are chosen to correspond to Europe (or to the scale

of the Rossby wavelength, in the language of geo-

physical fluid dynamics) and to a single grid point rep-

resenting the smallest scale on which results can be

obtained from the model. In particular, surface tem-

perature values for these two scales are obtained by

applying a mask over the globe that keeps geographical

locations only belonging to Europe and to a grid point

within continental Europe, respectively, and then taking

the surface mean (if applicable) of the temperature

values that are kept by the mask. For the global scale, no

mask is applied.3

We investigate the often-used scenario of CO2 dou-

bling, augmented after some time with a symmetric

decrease of the CO2 concentration c(t) back to the

original level. This reference level is 360 ppm, which is

doubled over a ramp of 100 years at a constant rate, and

after a 350-yr plateau the concentration decreases back

to its initial value, linearly, over 100 years again:

2 Note again that our investigation, accordingly, does not aim to

produce any precise climate projections.

3 The grid indices that are kept by the masks are the following:

Europe (large scale): 63, 64, 1, . . . , 7 (from 118W to 338E) in lon-

gitude and 4, . . . , 10 (from 358 to 698N) in latitude. Single grid point

(small scale): 4 (178E) in longitude and 8 (478N) in latitude. The

surface means are calculated as area-weighted sums over the grid

points divided by the spherical surface area.
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c(t)5

8>><
>>:

360 for 0, t, 600 and for 1150, t, 1500,
3601 3:6(t2 600) for 600, t, 700,
720 for 700, t, 1050,
7202 3:6(t2 1050) for 1050, t, 1150.

(1)

(Units are year and ppm for time and concentration, re-

spectively.) The length of the CO2 plateaus is chosen such

that a convergence to a steady climate (to be discussed in

section 3) can take place much before the end of the pla-

teaus. The slope in the interval between years 600 and 700

corresponds to a ‘‘standard scenario,’’ but, as a novelty, we

also consider the decreasing counterpart of the latter.

3. Primary results

To have a feeling of how snapshot attractors appear in

intermediate-complexity climate models, we run PlaSim

with the built-in initial temperature profiles and the built-in

hydrostatic atmosphere initially at rest, but we slightly

perturb the initial surface pressure field inN5 40 different

replicas. The difference among these pressure fields is a

random perturbation of maximum 10hPa (as provided by

the ‘‘kick’’ routine; see Lunkeit et al. 2011). An ensemble is

created this way, and each member’s time evolution is

monitored from the time instant t0 5 0 of the initiation over

the full observational period of 1500 years with the CO2

forcing scenario described by Eq. (1). All the atmospheric

parameters, including the solar constant, are as in the de-

fault PlaSim setup. The fact that the initial conditionsmight

appear to be unrealistic, in particular in several copies, is in

fact favorable because one can be sure this way that any

initial condition results in a meteorologically accessible

circulation pattern as a result of the existence of an attrac-

tor. Furthermore, the use of 40 different realizations en-

ables us to explore the internal variability on the attractor.

For a first impression, we show in Fig. 1a the annual

mean surface temperatureT for all the ensemblemembers

(plotted in different colors) on the small scale. The en-

semble average of these values is marked as a black line. A

striking observation is the strong deviation of the individ-

ual ensemble members from the average; the individual

colored lines ‘‘oscillate’’ around the black one, and fluc-

tuations of the order of 28C appear to be quite typical.

FIG. 1. Ensemble results for the small scale. (a) Annual mean surface temperature T as a function of time. Results for

individual ensemblemembers initialized at t0 5 0 are plotted in different colors, and the ensemble average of these values

ismarked as a black line. Todemonstrate the attracting property, the average over two additional ensembles, initialized at

t00 5 570 and t000 5 1020 yr, are also shown in red and light orange, respectively. The convergence time tc ’ 150 yr ismarked

by blackhorizontal arrows. The forcing c(t) is also included in dark orange. The vertical dot–dashed (dashed) lines in gray

mark the beginning (end) of the ramps in c(t). (b) The ensemble standard deviationsT (magenta) ofT over the same time

period. For comparison, the ensemble average of T is shown in black [as in (a), but on a different vertical scale].
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Another interesting feature is that after year 150 all the

individual curves and also their ensemble average appear

to follow the trend of the CO2 scenario (included as a dark

orange line), although qualitative differences are also

present even in the ensemble average: the breakpoints of

the CO2 scenario are smoothed out, most pronouncedly

about years 700 and 1150.

Before analyzing the temperature response in more

detail, it is worth focusing on the initial period of the first

tc 5 150 yr (which turns out to be the convergence time). In

the full period of the first 600 years there is no change in

the CO2 forcing. The temperature values, however,

follow a decreasing trend in the first 150 years. This is due

to the fact that the initial wind and pressure fields were

rather far away from those of a steady climate corre-

sponding to a constant CO2 concentration of 360ppm. The

temperature of the first year happens to lie in the range of

4–68C for the different members, with an average about

58C, while the steady climate temperature corresponds to

approximately 28C.What we see in the first tc 5 150 yr is a

transient relaxation of the initial ensemble to a state with

time-independent averages (i.e., to the steady climate).

In the language of dynamical systems’ theory the initial

points in the high-dimensional phase space converge in tc
to an attractor. This can be considered to be an example

of a snapshot attractor (as described in the introduction),

but actually it is simpler: in the absence of any time-

dependent driving (when considering annual or seasonal

means) this is a usual attractor. The deviation of the indi-

vidual curves from the average indicates that the attractor

is chaotic (individual trajectories, even if they come close

to each other in an instant, strongly deviate afterward).

The scatter from the average is a measure of the internal

variability in the particular, steady climatic state. The

probability distribution underlying the instantaneous (i.e.,

corresponding to a particular year) annual temperature

values of the ensemble reflects the natural distribution on

the attractor. Because of this probabilistic aspect of the

instantaneous values, we shall refer to the individual time

series in the PlaSim model as individual realizations. The

climatic state is steady if the natural distribution is time

independent (implying the ensemble averages are con-

stant). In our annualmean temperature representation this

means that the graph of the ensemble average traces out a

plateau.4 In the first 600 years this occurs after year 150, but

we find temperature plateaus in the intervals approxi-

mately [800, 1050] and [1300, 1500] yr, too.

The really interesting region, also from the point of

view of attractors, is the one with strong time-dependent

forcing—that is, the time intervals about the CO2 ramps

between [600, 700] and [1050, 1150] yr. It is in these re-

gions where the traditional concept of chaotic attractors

does not hold since it is typically based on unstable pe-

riodic orbits (Ott 1993) in the phase space, but such

orbits cannot exist in the presence of a forcing with a

generic time dependence. The only tool that remains for

the dynamical characterization of such cases is the

snapshot attractor [as discussed, e.g., in Drótos et al.

(2015)]. This object is nothing but the set of the end-

points at time t of N � 1 trajectories initiated in the

remote past t0, earlier than the convergence time tc to

the attractor (t2 t0 � tc; in our case tc ’ 150 yr). More-

over, these endpoints define not only the snapshot at-

tractor but also the natural distribution on it. Both the

attractor and its distribution move in time. This move-

ment is reflected by the trend of an increase or a de-

crease in the instantaneous average temperature in the

period of the ramps in Fig. 1a. Although we sample the

natural distribution with a rather low number (N5 40)

of realizations, the rather smooth appearance of the

graph of the ensemble average suggests that an increase

of N would only smooth out even more the temporal

fluctuations of this average; the black line can thus be

considered to approximate well the expectation value

taken with respect to the natural distribution. It should

also be mentioned that there is no extra relaxation time

needed to reach the snapshot attractor on any point of

the CO2 ramp: at any time instant after tc we are on the

snapshot attractor. We can say that the ensemble

reached the snapshot attractor by year 150, but this at-

tractor was yet time independent up to year 600. It

started, however, moving after the onset of the CO2

forcing (year 600), along with its natural distribution, as

our ensemble of trajectories traced this out.

To demonstrate that the snapshot attractor is an

attracting object at any time instant, we initiate two

completely new ensembles at t00 5 570 and t000 5 1020

years, with the same randomization algorithm as that

applied at t0 5 0 [and the CO2 forcing remains as in Eq.

(1)]. The graphs representing the annual mean surface

temperatures T averaged over these new ensembles are

overlaid in Fig. 1a as a thick red and a thick light orange

line, respectively.We see that these lines converge to the

original ensemble average (black line), and they reach

the latter after tc ’ 150 yr, similar to what we see for the

black line after its initialization. As the convergence

now takes place during the ramps, when the snapshot

attractor depends on time, we conclude that the

4 In a steady climate like this, ‘‘asymptotically long’’ investigations

in time are, in principle, appropriate for characterizing the natural

distribution, but it is hard to reach this limit in practice since the

convergence takes place only as the power (21/2) of the length of the

time of investigation. For example, even 450 years of steady climate

has numerically turned out to be insufficient for reaching the same

accuracy as that provided by the 40-member ensemble.
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attracting property also holds during climate change

periods.5 Finally, we note that we did not encounter any

sign of a potential coexisting other snapshot attractor.

After the onset of the CO2 ramps up to their end, one

can see in Fig. 1a time intervals when the temperature

changes approximately linearly. We shall call these in-

tervals temperature ramps.

Plotting the instantaneous standard deviation sT(t) of

the annual mean temperatures of the ensemble as a

function of time (Fig. 1b) gives more insight into the

nature of the natural distribution. We see from this that

the standard deviation remains on the same order of

magnitude over the ramp as over the initial plateau.6

The typical value of sT 5 0:88C is fully consistent with

our observation that deviations larger than 28C are not

likely in Fig. 1a since fluctuations beyond 3s are always

rather rare indeed. We emphasize that the standard

deviation sT(t) is a further statistical characteristic of

the natural distribution beyond the average and that it

is the simplest characteristic of the internal variability

on the snapshot attractor of the climate. Figure 1b shows

that the internal variability does not change very much

over time; it is nevertheless weaker during the upper

plateau than during the lower ones. The observation

that the standard deviation is larger in colder climates

might be associated with the fact that the larger the

meridional temperature gradient the more pronounced

the baroclinic activity is at midlatitudes.

4. Dynamical hysteresis

To measure the difference between the forcing and

the response, an elimination of time and a representa-

tion in a variable space appears to be the most appro-

priate. In Fig. 2 we show the annual mean surface

temperature T as a function of the CO2 concentration c

of the same year, for all times (except for the first 200

years, which were dropped in order to eliminate the

initial transients before reaching the attractor). We also

compare here the three different scales introduced in

section 2. Note that a quasi-static response of the system,

when the forcing is so slow that the temperature is the

same at any time as in a perpetual steady climate with

the CO2 content corresponding to that given time,

would lead in such plots to a straight line on the variable

plane. As an illustration, we determined the ensemble

FIG. 2. Hystereses of annual mean surface temperature T as

a function of the CO2 concentration c for the (a) small scale,

(b) large scale, and (c) global scale. The insets show these tem-

peratures T as a function of time. [An inset belonging to (a) would

coincide with Fig. 1a.] Results for individual ensemble members

are plotted in different colors (the same colors as in Fig. 1), and the

ensemble average of these values is marked as a black line. The

arrows show the direction of the time evolution around the loops.

For comparison, we also display the ensemble average of the sur-

face temperature belonging to a perpetual climate with c5 540 ppm

as single black points. Note the different temperature scales in the

different panels. The size of the hysteresis gap is, however, nearly the

same in all cases.

5 The convergence time tc itself may, in principle, depend on

time.Our results, however, indicate that this dependence is weak in

our particular model setup (i.e., the strength of the attraction is

practically unchanged in time).
6 In Fig. 1a the spread of the realizations on the temperature

ramps appears to be weaker. This is a consequence of the fact

that deviation appears in the graphical representation not per-

pendicularly to the graph of the ensemble average but rather

nearly parallel to it. The plotting of the instantaneous standard

deviation demonstrates well that an optical illusion is in the

background.
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average of the surface temperature belonging to a per-

petual climate with c5 540 ppm and included it in

Figs. 2a–c as a single black point.7 It is clear from

Figs. 2a–c that the temperatures belonging to the in-

stantaneous c5 540ppm values in our scenario deviate

on both ramps by about 28C in modulus from that of the

perpetual climate on any of the geographical scales

investigated.

A large hysteresis loop appears in all cases indicating a

nontrivial answer of the system. This is also evident

from a comparison of the function of the annual mean

temperature T(t) and the function c(t). (This can be

best observed in Fig. 1, corresponding to the small

scale.) The temperature curves, both as a function of

c(t) and of the time t, as demonstrated in Fig. 2, are

similar on all scales. The fact that, unlike c(t), they are

not piecewise linear is practically equivalent to the ex-

istence of the hysteresis loops.

Another remarkable feature here is the dependence

on the scale of the observation of the deviation of the

individual realizations from the ensemble average. The

maximum temperature deviation is on the order of at

most 0.58C on the global scale, and of 18 and 28C on the

large scale and the small scale, respectively. The order of

magnitude of the temperature deviations appears to be a

strongly decaying function of the number of the grid

points taken (see footnote 3). This finding has long been

discussed in the literature (see, e.g., Ghil and Mo 1991;

Keppenne and Ghil 1993; Goosse et al. 2005). At the

same time, the well-developed character of the loop

does not depend on the scale. Note, however, that the

internal variability and the consequent overlap of the

graphs is so strong on the small scale that it would not be

easy to clearly recognize the hysteresis loop from an

individual realization only and that this overlap is also

present at the corners of the large-scale plot.

It is worth noting that these three different plots

represent three different facets of the evolution of a

single snapshot attractor. Determining different geo-

graphical means corresponds to finding different pro-

jections from the same high-dimensional attractor to a

single internal variable (the average temperature cor-

responding to the particular geographical scale), which

is plotted as a function of the forcing. This is why the

basic behavior (i.e., the existence of a well-developed

loop) is observable on all scales.We note that time series

of such projections were found to exhibit low-dimensional

dynamics in Fraedrich (1986). We emphasize that the ro-

bust existence of the loop implies that it is observable not

only in the temperature but in any physical variable (e.g.,

in the kinetic energy or the enstrophy).

Finally we note that a similar hysteresis (termed

memory hysteresis) was found by Bordi et al. (2012) and

Fraedrich (2012) in PlaSim in a case when the CO2

forcing is applied as a periodic decrease (from 360 to

20ppm) and increase of the concentration, according

to a saw-tooth function, at a given rate (1.5 ppmyr21),

without any plateaus. The average surface temperature

plotted as a function of the radiative forcing determined

from the CO2 content was shown in these papers to

exhibit a hysteresis loop in a single realization.

5. Ensemble averages, single-realization temporal
averages, and relaxation times

We now turn to the comparison of the ensemble aver-

ages with the averages calculated along single realizations

(i.e., along individual members of the ensemble), in the

same spirit as in Drótos et al. (2015) treating a low-

dimensional model. More precisely, we determine the

average in a given time instant t (in fact, we use annual

mean values, as explained in section 3) over the ensemble

(we shall call it E average), and we also determine the

average taken along a single realization over the 30-yr time

interval centered on t, called for short the single-realization

temporal (SRT) average. The quantity in which we take

these averages here is the mean value of the surface tem-

perature, either on the global scale or on the large scale.

To obtain a visual impression on the different char-

acter of SRT averages from that of the corresponding E

average, we plot in Fig. 3 the E average and the 30-yr

SRT averages corresponding to three randomly chosen

ensemble members, zoomed in on four time intervals.

Each of the four intervals contains a temperature

plateau, a part of the approximately linear temperature

ramp, and the crossover region between them. One can

observe in Figs. 3a–d that the SRT averages fluctuate on

the temperature plateaus (i.e., they deviate from the E

average). They also exhibit temporal autocorrelation.

As a consequence, SRT averages can stay on short

temporary plateaus away from the E average (this can

be observed easily, e.g., in the green line of Fig. 3c). We

also conclude from Fig. 3 that an individual 30-yr SRT

average can provide a false impression about climate

change; it can show, for example, a warming trend even

over several decades when the real expectation value of

the temperature does not exhibit any trend (the best

examplemay be the red line of Fig. 3c between years 900

and 950). Although the SRT averages lookmore smooth

during the approximately linear temperature ramps in

some cases (see, e.g., Fig. 3b), the fluctuations are still

present (even on the global scale; see Fig. 3a). The

7 The corresponding ensemble standard deviations are on the

same order as those in our scenario.
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deviation from the E average in the crossover region

between the temperature plateau and the approximately

linear temperature ramp generally looks stronger than

the deviation during the temperature ramp itself (for a

good illustration, see Fig. 3d). This observation might

stem from the fact that the SRT averages are expected to

produce systematic one-sided deviations in the cross-

over regions since they incorporate the past and the future

15-yr dynamics of the system inany particular time instant.

In a steady state (i.e., during the temperature plateaus),

however, the natural distribution (of annual means) does

not change in time. Furthermore, if this natural distribu-

tion were shifted linearly in time, the future and past

contributions to the SRT averages would cancel out each

other. This is, however, not the case; systematic one-sided

deviations are thus expected to occur.

Time intervals of particular interest from a physical

point of view are the relaxation intervals to the tem-

perature plateaus (i.e., the time intervals of convergence

to the steady climates). We show in Fig. 4 the absolute

values of the temperature differences jDTj of the time

series from the upper temperature plateau in the re-

laxation interval to this plateau. (The temperature Tplat

of the plateau has been calculated by averaging the E

average over the time extent t 2 [900, 1050] yr of that

plateau.) The relaxation is found to be exponential. This

is in harmony with the fact that convergence to attrac-

tors in dissipative dynamical systems is exponential.

Although this statement is well known for constant (or

periodic) forcing (Ott 1993), we emphasize that our case

is more delicate. The ensemble of our trajectories is on

the snapshot attractor in any time instant of the whole

relaxation interval. Loosely speaking, we can say that

the snapshot attractor itself converges in this time in-

terval toward the usual attractor of a steady climate,

corresponding to a hypothetical eternal constant CO2

plateau. The relaxation time t of the convergence, de-

fined via jDTj; exp(2t/t), is one of the characteristics

of the attractor of this hypothetical eternal plateau.

We have numerically calculated the relaxation times

t by fitting lines on the time interval [705, 755] yr to the

time series of the logarithms of the above-defined dif-

ferences jDTj. The fitting has been carried out on both

the global and the large scale for the E average and for

the time series of the individual 30-yr SRT averages,

separately for all 40 realizations. For the latter, we have

considered their mean and standard deviation. The re-

sults are shown in Table 1, in the row labeled ‘‘upper

plateau.’’ In this table the corresponding results for the

small scale are also included, from which we conclude

that the characteristics of the relaxation process on the

small scale are very similar to those on the large scale.

FIG. 3. Annualmean surface temperatureT as a function of time. The black line is theE average, and the three colored

(red, green, and blue) lines correspond to 30-yr SRTaverages taken along three individual ensemblemembers. The SRT

values are plotted at the centers of the 30-yr intervals. The geographical scale is indicated, and two time periods are

shown for each of them. The vertical dot–dashed (dashed) line in gray marks the beginning (end) of the CO2 ramp.
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On the global scale the agreement between the E

average time series (black line in Fig. 4a) and the line

fitted to this (magenta in Fig. 4a) is very good; the re-

laxation time of the E average can thus be considered to

be precise. The mean value of the individual relaxation

times (which happens to be 30.5 yr) is rather close to the

value based on theE average. The standard deviation of

these individual relaxation times is relatively small.

Therefore, we can say that the E average value can

roughly be obtained from a typical individual time series

of the SRT average in this case. Nevertheless, consid-

erable deviations are also possible between E and SRT

averages (see, e.g., the thick red line in Fig. 4b).

As for the large scale, the relaxation time fitted to the

E average is reasonably close to the relaxation time

obtained on the global scale. What is more, this is still

true for the mean value of the individual relaxation

times (32.6 yr). The large standard deviation over the

ensemble, however, indicates that one particular re-

alization cannot be expected to give a representative

value. We emphasize that this fact is not related to the

numerical size of the ensemble. Instead, it originates in

the spreading of the trajectories on the snapshot at-

tractor according to the well-defined natural distribution

on this attractor.

Similar calculations have been carried out for the re-

laxation to the final plateau with the results shown in

Table 1 (row ‘‘final plateau’’). Practically, the same

values (not shown) are obtained for the initial re-

laxation, in the time interval before year 150. This is in

harmony with the fact that the state of the natural dis-

tribution on the snapshot attractor in time t5 1150 yr

can also be considered as an ensemble of initial condi-

tions for the approach to the usual attractor of the hy-

pothetical eternal plateau of c5 360 ppm, just as the

t0 5 0 ensemble of initial conditions. Note that tc may be

interpreted as approximately 5t since the approach is

practically completed by this time.

The observation that the relaxation times to the final

plateau are different from those to the upper plateau

(both shown in Table 1) reflects the fact that the two

steady climates are of different nature. Note that this

is also reflected in the deviation of the hysteresis loops

of Fig. 2 from a point-symmetric shape. The large

difference between the relaxation times to the final

plateau on the global and the large scale is less clear

from a theoretical point of view.We have checked that

this observation is not sensitive to the particular

choice of the time interval used for fitting (which

is [1125, 1205] yr for the data shown in Table 1). An

FIG. 4. The temperature difference jDTj from the temperature plateau Tplat 5 19:978C (global) and Tplat 5 14:168C
(large) on a logarithmic scale. The thick black line and the three thick colored lines correspond to the same time series

(to the E average and three SRT averages) as in Fig. 3, but the instantaneous temperature difference values of the

corresponding realizations are also included as thin colored dashed lines. A linear fit to the black line (on the time

interval t 2 [705, 755] yr) is also marked by a thickmagenta line. The vertical dashed line in graymarks the end of the

CO2 ramp. The geographical scale is indicated.

TABLE 1. The fitted relaxation times t (in years) characterize the approach of the snapshot attractor to the temperature plateaus (i.e., to

the steady climates, the usual chaotic attractors). See text for details.

Global scale Large scale Small scale

Upper plateau t from E average 30.1 31.8 31.0

Mean of t from SRT averages 30.5 32.6 30.2

Standard deviation of t from SRT averages 2.9 14.8 13.7

Final plateau t from E average 36.3 28.1 28.3

Mean of t from SRT averages 35.9 29.4 30.8

Standard deviation of t from SRT averages 2.6 9.6 13.9
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explanation for this observation needs a more

detailed study.

6. Teleconnections

Analyzing long-range relations is of particular interest

in the identification of possible teleconnections between

different regions of the globe. Such connections—

expressed, for example, by indices based on observa-

tional data like El Niño–Southern Oscillation (ENSO)

or the NAO—are currently intensely studied in mete-

orology because they may have essential impact on

weather patterns even on continental or global scales

(Bridgman andOliver 2006). It is also worthmentioning

that many of the various indices used in climate studies

are not truly independent of each other (see, e.g., de

Viron et al. 2013).

To establish a possible teleconnection analysis in

PlaSim climate we now turn to define a simple PlaSim

NAO index. This is an extension of the local approach and

leads to the difference of two remote gridpoint values.

TheNAO is believed to have a significant influence on

weather particularly in the North Atlantic region and

western Europe, especially via the strength and di-

rection of the westerly winds and storm tracks (Wanner

et al. 2001; Hurrell et al. 2003). The NAO is a largely

atmospheric mode, and its study is therefore well suited

to the standard PlaSim setup with a heat-controlled

mixed layer ocean only, used here (see section 2).

There are several possible definitions of the NAO; all

have in common that they try to capture fluctuations in

the difference of sea level atmospheric pressure between

the Azores high and the Icelandic low in a particular

season (in what follows, we shall consider the winter

season). The most sophisticated definition is based on

the principal empirical orthogonal function (EOF) of the

pressure field (Barnston and Livezey 1987; Glowienka-

Hense 1990). The spirit of a station-based definition,

however, seems to better fit for illustrative purposes. In

the absence of station-based data, we pick two grid cells

in PlaSim: one of them covers Iceland (I), and the other

covers the Azores (A).8 Our NAO index is simply the

difference of the sea level pressure psl,w
9 averaged over

the winter season [December–February (DJF)] between

these two grid cells:

NAO(t)5 p
sl,w,A(t)2 p

sl,w,I (t) , (2)

where time t is measured in years. We also define a

standardized index NAOst in steady climates: from a

NAO time series [Eq. (2)] of several years, we subtract

its time average taken over these years, and then we also

divide by the standard deviation taken over this same

time interval.

Numerical results for the standardized index NAOst,

calculated for the steady climate between years 500 and

599, are shown in Fig. 5 for two particular realizations

out of the 40 ensemble members. It is obvious that

NAOst exhibits an irregular evolution in time, very

similar to that obtained from real observational data

(Hurrell and Deser 2010). These time series are also

compared to the standardized zonal wind ust determined

as the winter mean of the zonal velocity averaged in

space over the channel of grid points linking Iceland and

the Azores calculated at sigma level 7 (;700 hPa) and

standardized afterward. A clear correlation between

NAOst and ust can be identified both in Fig. 5a and in

Fig. 5b. We thus conclude that our definition for the

FIG. 5. NAOst (brown and turquoise boxes, depending on the sign) and ust (black crosses connected by a line),

determined analogously to NAOst, as a function of time in the time interval [500, 599] yr. (a),(b) Two different

realizations are shown.

8 The grid indices are as follows: for I , index 60 (i.e., 248W) in

longitude and index 5 (i.e., 648N) in latitude and for A, index 60

(i.e., 248W) in longitude and index 10 (i.e., 368N) in latitude.
9 The sea level pressure is obtained from PlaSim’s surface pres-

sure ps (which is defined on an average height of 370m for the grid

I , corresponding approximately to a correction of 35 hPa in the

pressure) by supposing hydrostatics.
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NAO index fairly captures indeed some essential fea-

tures of the NAO phenomenon.

We emphasize that the particular time series are

completely different for the two realizations. In the first

5 years, for example, NAOst is of the opposite sign in

Fig. 5a versus Fig. 5b. Practically, no common features

can be found in the two NAOst (or ust) graphs of the

figure other than that they both represent random pro-

cesses. Note that they might be interpreted as two pos-

sible time series of measured data in the same climate,

one like that of the Earth. In other words, one cannot see

from a single realization if it is a ‘‘typical’’ behavior of

the climate system. It is also impossible to learn from the

observation of the NAO time series on finite time in-

tervals the nature of internal variability (i.e., to figure

out what kind of probability distribution the fluctuations

obey).We thus conclude again that it is desirable to have

an ensemble view.

In this spirit, Fig. 6 shows theNAO index [Eq. (2)] as a

function of time (years) for all 40 realizations over the

time span between years 500 and 1500 and also its en-

semble average and standard deviation. Note that

standardization of raw data is meaningful in stationary

climates only, and therefore we use nonstandardized

values here. The strong fluctuation of any NAO time

series is not a surprise in view of the finding of section 4

since the NAO index is a difference of two spatially

separated (but correlated) small-scale variables. We see

that any single realization fluctuates so much that one

can hardly distinguish in them the different behavior on

the two plateaus, not to mention the ramps. Typical

deviations are on the order of 20 hPa upward (and

somewhat smaller downward). It is remarkable that only

the ensemble average traces out clearly that there is a

considerable difference, of about 60% (on the same

order as that of the fluctuations), in the average on the

plateaus, connected with a smooth shift over the ramps.10

These preliminary results already suggest augmenting

the usual teleconnection analyses by the snapshot ap-

proach in order to avoid the drawbacks of single-

realization techniques.

7. Conclusions

The snapshot attractor framework of nonautonomous

dynamical systems, like a changing climate system, is

advocated as a proper probabilistic view and provides

well-defined instantaneous statistical measures (e.g.,

averages and standard deviations). This approach has

been applied so far mainly to low-dimensional examples

(Chekroun et al. 2011; Drótos et al. 2015). In this paper

our aim was to illustrate the applicability of the basic

concepts in the context of an intermediate-complexity

climate model rather than making any projections. In

particular, we intended to show the following features:

d The snapshot attractor approach is technically feasible

in high-degree-of-freedom models, like the Planet

Simulator.
d The convergence time for atmospheric phenomena is

short (on the order of a century); thus initiation in the

very distant past is not needed. Reliable ensemble

results can be obtained with reasonable computational

resources.
d Typically, individual time series strongly differ from

each other in high-degree-of-freedom models.
d Fluctuations in climatic variables increase with de-

creasing geographical scale; thus, besides the averages,

standard deviations (measures of internal variability)

become of increasing importance within the snapshot

picture.
d A dynamical hysteresis effect exists between the

average surface temperature and the CO2 content,

an effect which would be hard to observe based on an

individual realization of the dynamics.
d A comparison between the traditional approach of

using 30-yr temporal averages and the utilization of

ensemble averages leads to significant differences.
d Individual time series of teleconnection measures

seem to be noiselike, and they do not provide hints

on the current state of the climate system. Only an

FIG. 6. The nonstandardized NAO index defined by Eq. (2) as

a function of time. The individual realizations appear as colored

thin lines. The black line is the ensemble average, and the magenta

line is the ensemble’s standard deviation sNAO. The vertical dot–

dashed (dashed) lines in gray mark the beginning (end) of the

CO2 ramps.

10 The ensemble standard deviation sNAO (plotted inmagenta) is

rather insensitive to the CO2 concentration, which indicates that

the internal variability of the NAO stays approximately constant

during climate changes and in different ‘‘stationary’’ climates

of PlaSim.
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ensemble approach can indicate in these measures the

sign of a climate change.

These findings rely on the existence of a single snap-

shot attractor, which characterizes our parameter range.

Although there is relevant literature on bifurcations or

tipping points in systems with smooth parameter

changes (see, e.g., Wieczorek et al. 2011; Ashwin et al.

2012; Nishikawa and Ott 2014), a snapshot analysis is

still outstanding. We nevertheless believe that the

snapshot framework remains applicable by taking suf-

ficiently localized ensembles to track basins of attrac-

tions in such cases.

As for the traditional single snapshot attractor para-

digm, it is important to note that one may insist not only

to initiate the trajectories at some finite time instant t0
but also to consider the dynamics (the equations of

motion or the forcing) itself to be unknown before this

time instant. In this case, one cannot give a meaningful

definition for the snapshot attractor before t0 1 tc (where

tc is the convergence time). The snapshot attractor be-

gins to exist only when the trajectories have forgotten

their initial conditions (i.e., at tc after t0).

More generally, we argue that the only appropriate

probabilistic description of the climate at any instant of

time, which fully reflects the internal variability of the

dynamics, is the natural distribution of the snapshot

attractor corresponding to this time instant, applicable in

practice even to GCMs. Thus the proper approach to

characterize any climate change is to follow the temporal

evolution of this distribution in time. An important con-

sequence of the latter observation is that the individual

30-yr (or anymultidecadal) averagesmight bemisleading.
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